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A B S T R A C T

Retinal vessel segmentation is a crucial task in computer assistant diagnosis of eye diseases.
Instead of relying heavily on crafted features, high dimensional deep learning convolution
features has provided better representation. However, the neglecting of inherent relation among
multiple features is problematic. To explore non-local contextual dependencies, we proposed a
graph-based convolution feature aggregation network (GCFAN) for segmenting retinal vessel
and enhancing image non-vessel region simultaneously relying on graph to propagate and
aggregate message of cross-level features. Specifically, the model consists of three modules:
multi-level feature extraction module (MFEM), graph-based high level convolution feature
aggregation module (GHFAM), graph-based low level convolution feature aggregation module
(GLFAM). The multi-level feature representations are extracted from retinal image in MFEM.
GHFAM utilizes more semantic information to reconstruct retinal image without vessel, which
facilitates diagnosis. GLFAM utilizes more boundary information to segment vessel. Competitive
experimental results on four retinal image datasets validate the efficacy of the proposed
model, which achieves segmentation and reconstruct retinal image without vessel, indicating
its potential clinical application. Finally, an IoT framework which integrates our algorithm is
built to analyze image from various fundus cameras in different places and display results on
PC and mobile phone simultaneously, which will facilitate doctor diagnose.

. Introduction

Eye is the vital organ processing visual information, which contributes significantly to human perception. Its structure, function,
nd physiology has been focused on by researchers for decades [1]. As the senor responding to light, retina transmits impulses from
wo eyes to the brain through optic nerves. Its complex structure with at least nine layers and vital role in vision let human perceive
olor. Hence, research on retina has been continued [2–4].

Various retinal diseases caused by dysfunctions in different retinal layers. For example, drusen at the outside layer of retina,
alled retinal pigment epithelium, can cause age-related macular degeneration (AMD); other diseases like retinal and choroidal
umors affect several layers of retina, etc. These diseases can be diagnosed by ophthalmologists analyzing fundus photographs.
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Recently, the rapid development of graphics processing units (GPUs) from Nvidia [5] brings many advances that leads to deep
earning effective enough to be used for medical image processing. Deep learning offers a complete ‘‘end-to-end’’ method, which
mploys a single deep neural network to fulfill multi-tasks such as input, feature extraction[6], detection[7,8], segmentation[9],
lassification, etc. Deep learning has obtained remarkable achievement in computer vision, so that the medical image processing
ommunity has taken great interest in exploring usages of deep learning in medical image tasks. Dhungel et al. [10] combined
onditional random field (CRF), structured support machine (SSVM), deep belief network and convolutional neural network for
reast mass segmentation in mammograms. Different from breast attaching outside to the chest wall, heart is in the chest. It also
ttracted researchers to analysis of cardiac image based on deep learning [11,12]. Besides organs such as breast and heart which
ocate in relatively fixed parts of body, blood vessels are tubular organs all around body for transporting blood. This kind of organs
ave aroused also researchers’ interest. Zheng et al. [13] combined Haar wavelet features with features in deep learning to detect
arotid artery bifurcation. Ghesu et al. [14] proposed a deep learning based shape model to estimate boundary of the aortic valve in
ltrasound. And Wolterink et al. [15] exploited paired convolutional neural networks to automatically score coronary artery calcium
n cardiac CT angiography.

As above mentioned organs, eye’s function cannot be also ignored. It is hard to imagine how to perceive the world accurately
ithout eye, because visual information accounts for 70% of information come into and processed in brain [16]. Naturally,
lgorithms on computer-aided diagnosis (CAD) for eye also exploited deep learning. As narrated before, many eye diseases involve
he retina, and fundus image can be separated into vessels and non-vessel areas. Therefore, many algorithms were proposed
o segment vessels from fundus image, like hybrids [17–19] of traditional approach and deep learning, or pure end-to-end
rchitectures [20–23]. In these algorithms, most employed deep neural networks (DNNs) as trainable feature extractors, which
ere combined with features from non-end-to-end approaches. Convolutional neural network (CNN) was applied into retinal vessel

egmentation in [17], however, for higher accuracy in [17], features from different layers of CNN were fed into random forests
RF) as inputs. Fully convolutional network (FCN) was employed in [20], which described a three-layer neural network predicting
label for each pixel. Inspired by FCN, a holistically nested edge detection (HED) [18] method was proposed, in which features

rom hidden layers of neural network are connected directly with the output layer, to generate vessel probability map. And CRF
as utilized on the probability map to improve performance of segmentation. In order to gain speed up of algorithm, Wu et al. [19]

ombined pixel-wise classification with vessel tracking, in which vessels were traced using Monte Carlo random sampling. Most of
he above methods adopt encoder–decoder architecture, in which the encoder module encodes information and decoder module
ecodes information, without carefully considering the inherent relationship with multi-layer during encode process. We explored
he inherent relationship of features in graph convolutional network (GCN) [24] fed with retina images, because GCN could represent
ell intrinsic relationship between pixels or blocks (super pixels) in vessels and non-vessel areas. The feature is transformed into
raph node form, and then the relationship between feature nodes at different levels was explored through the ability of graph
ransmit information. Thus, in our model, we use graph to propagate representation information, which can explore dependency
nd relationship between multi-layers.

In this paper, we proposed a graph-based convolution feature aggregation network(GCFAN) for retinal vessel segmentation. Our
ain contributions are summarized as follows:

• Propose a feature aggregation strategy, in which low level feature containing enriched details utilized for segmenting vessel,
and high level feature for the reconstruction of non-vessel areas.

• Present graph-based low level convolution feature aggregation module, which makes well use of boundary information to
segment vessel.

• Develop graph-based high level convolution feature aggregation module, which employs semantic information to reconstruct
retinal image without vessel for facilitating diagnosis.

. Related works

Many diseases are concerned with vessels in fundus image, such as macular telangiectasia, polypoidal choroidal vasculopathy,
otton-wool spots, artery obstruction, etc. As shown in Fig. 1, (b) and (c) illustrate macular telangiectasia. Capillaries dilate in (c) so
hat it looks fine pink, and the blood vessels dilating consecutively leads to rupture in (b). Idiopathic macular hole appears in (d),
nd it looks dark red like the outflow of blood from vessels. Hypertension results in retinal vessel occlusion so that blood leakage
ccurs in (e). Central retinal vein obstruction also shows blood leakage in (f), and it is just more serious. Therefore, segmentation
f retinal vessels provides explicit reference for diagnosis. Wang et al. [17] integrated CNN and RF as a pipeline, in which RF took
eatures generated by CNN as input for RF, in order to segment blood vessels in fundus image. For making well use of internal
nformation of data, the work [20] modeled retinal vessel segmentation as a task to construct a function realizing cross-modality
ata transformation. Different from considering inherent characteristics of data, ensemble learning skills [25] was adapted in [21]
or robust detection of vessels in fundus image. To further investigate fundus image of a particular disease, a novel microaneurysm
MA) detector was proposed in [26], which fulfilled early screening of diabetic retinopathy because MA was usually an indicator.
u et al. [19] proposed deep vessel tracking, to combine CNN and traditional detectors for more efficient segmentation of retinal

essel.
Recently, graph convolutional network (GCN) [24] was adapted in fundus image analysis [22,23], since GCN is good at

epresenting spatial information. The idea of directly modeling graph data instead of using one dimension vector was proposed
2

n [27]. Moreover, GCN was used in [28] to represent non-Euclidean graph data. Considering computational complexity [29] of



Simulation Modelling Practice and Theory 121 (2022) 102653C. Shi et al.
Fig. 1. Several common diseases of the retina. (a) Normal retinal fundus images. (b) and (c) Macular telangiectasia: The blood vessel dilates and leaks under
macula, generating swelling of macula and vision loss. (d) Idiopathic macular hole: Small holes appear in the macula, which is responsible for reading and
observing detail. (e) Hypertensive Retinopathy: Flame-shaped hemorrhages and yellow hard Exudates from leaking vessels occur on the surface of the retina.
(f) Central Retinal Vein Obstruction: Clinical manifestations are macular edema or abnormal blood vessels, which can make vision blurred and bring other eye
problems.

GCN, how to simplify computation was focused on by research works, like [24,30]. GCN is naturally utilized in medical image
analysis, since many tissues or organs in medical image have structures similar to graph structures. For example, blood vessels
in fundus images have a tree topology. A novel retinal vessel segmentation algorithm [23] based on GCN was proposed, with two
parallel pipelines: a dynamic channel graph convolutional network and edge enhancement blocks. Region and boundary aggregation
method for retinal vessel segmentation based on GCN in [22] made well use of topological associations in fundus image to achieve
better segmentation performance.

On the other hand, with the invention of hardware prerequisite GPU [5], CAD based on deep learning has been applied in
clinical medicine. The DeepMind [31] was used for diagnoses of eye diseases in Moorfields Eye Hospital [32,33]. A preoperative
aesthetic assessment based on CNN was proposed in [34] to investigate the impact on face and age before cosmetic surgery.
Furthermore, as the Internet of things (IoT) has been wildly used in various fields, it also has aroused great interest in medical
image processing. In [35], 3D medical image processing pipeline were distributed in an IoT environment, in which X-ray scanning
data were transmitted through ZigBee component and devices were terminals connected in the IoT. An optimal feature selection
model for medical image analysis in IoT was proposed in [36]. Wang et al. [37] proposed a CT segmentation method based on deep
learning in Internet-of-Medical-Things (IoMT) domain. Dhevi et al. [38] used Cognitive Multiple-input Multiple-output (MIMO)
Multicarrier Code-division-multiple-access (MC-CDMA) to transmit images on monitoring patient in IoT.

3. Graph-based convolution feature aggregation network

3.1. Network architecture

The architecture of the proposed graph-based convolution feature aggregation network is shown in Fig. 2, including three
parts: multi-level feature extraction module(MFEM) in the left of Fig. 2, graph-based high level convolution feature aggregation
module(GHFAM) in the top, graph-based low level convolution feature aggregation module(GLFAM) in the bottom. MFEM adopts
ResNet [39] as the backbone network for visual feature extraction. It aims to extract multi-level features as inputs for subsequent
modules GHFAM and GLFAM. There is a dual flow including GHFAM and GLFAM in Fig. 2. The top one GHFAM makes well use of
semantic features to gain non-vessel fundus images, whereas, The GLFAM at the bottom focuses on detailed features on vessels to
obtain the vessel segmentation.

The Alg. 1 gives an overview of the processing flow of our approach. A retinal image is fed to the proposed network, and
features at various scales are extracted by MFEM (the left part of Fig. 2, Alg.1 line 1). Graph nodes in both GHFAM and LFAM are
initialized (Alg.1 line 2). And then extracted features with different resolutions are put into GHFAM and GLFAM. In Alg. 1, lines 3
to 9 correspond to the top branch GHFAM in Fig. 2. Here, extracted features are used to reconstruct retina images without vessels.
On the other hand, the vessel segmentation is fulfilled through the bottom branch GLFAM in Fig. 2 corresponding to Alg. 1 lines
10 to 16.
3
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Fig. 2. The architecture of our proposed graph-based convolution feature aggregation network (GCFAN). With backbone feature maps, we construct a group
of node graphs across different layers. Then, attribute adjacency matrix could be obtained from node graphs to capture relationships and dependencies among
nodes. After multiple iterations, node information can be updated relying on its relationships with surrounding nodes for predicting results.

Algorithm 1: graph-based convolution feature aggregation network
1 ∙ Given a retinal image, using a backbone network to extract feature maps;
2 ∙ Initialize graph node base feature maps;
3 if In retinal construct branch then
4 for 𝑡 = 1 𝑡𝑜 𝑇 do
5 calculate edge between graph nodes;
6 aggregate feature and update nodes’ information;
7 end
8 obtain image without vessel;
9 end
10 if In retinal vessel segmentation branch then
11 for 𝑡 = 1 𝑡𝑜 𝑇 do
12 calculate edge between graph nodes;
13 aggregate feature and update nodes’ information;
14 end
15 obtain vessel segmentation result;
16 end

3.1.1. Multi-level feature extraction module
In MFEM, ResNet [39] outputs a feature group {𝐶𝑖}. The interpolation operation is utilized to resize resolutions of cross-level

features from bottom to top (𝐶2 to 𝐶5), with reduction rate 0.5, and the numbers of channel of 𝐶2, 𝐶3, 𝐶4, 𝐶5 are 256, 512, 1024
and 2056 respectively. Parameters 𝑊 and 𝐻 of MFEM in Fig. 2 are width and height of input retina image. 𝐶𝑖 can be calculated
iteratively using:

𝐶𝑖+1 = 𝐶𝑜𝑛𝑣(𝐼𝑛𝑡𝑒𝑟𝑝(𝐶𝑖)) 𝑖 = {2, 3, 4} (1)

where 𝐼𝑛𝑡𝑒𝑟𝑝 denotes interpolation, 𝐶𝑜𝑛𝑣 is 3 × 3 convolution. As shown in Fig. 2, the fundamental feature representation 𝐶𝑖 is fed
into graph convolution network GHFAM and GLFAM to explore context and dependency information across feature representations.

3.1.2. Graph-based high level convolution feature aggregation module
From outputs of MFEM, GHFAM takes three as inputs 𝐶3, 𝐶4, 𝐶5, of which each is interpolated and convolved to get the same

number of channels 64 and the same resolution 𝑊 /16×𝐻/16. And then these features are used for graph node initialization and
graph edge initialization. After graph initialization, feature will be aggregated and node will be updated. Finally, features are
concatenated and deconvolved to reconstruct non-vessel fundus images.

The GHFAM flow can be summarized as following steps:
<i> resolution and channel normalization;
<ii> graph node initialization;
<iii> graph edge initialization;
4
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<iv> feature aggregation and node update;
<v> feature concat and deconvolution.

.1.3. Graph-based low level convolution feature aggregation module
Similar to GHFAM, GLFAM takes the lower layers 𝐶2, 𝐶3, 𝐶4 as inputs. Each of them is interpolated and convolved to get the

ame number of channels 64 and the same resolution 𝑊 /8×𝐻/8. Actually, except selection of feature layers and interpolation
arameters, GLFAM has the same implementation steps <i>∼<v> in GHFAM.

GLFAM uses features 𝐶2, 𝐶3, 𝐶4 from lower three layers of MFEM with higher resolution 𝑊 /8×𝐻/8 than GHFAM’s 𝑊 /16×𝐻/16,
ecause higher resolution means more details in feature maps. GLFAM is designed for segment vessels, hence it needs more details
han GHFAM. Whereas, lower resolution features 𝐶3, 𝐶4, 𝐶5 gains better semantic information for GHFAM to reconstruct non-vessel

fundus images, which have less high frequency information than vessels.

3.2. Detailed operations of the proposed graph-based network

Given a graph 𝐺 = (𝑉 ,𝐸), graph nodes 𝑣𝑖 ∈ 𝑉 are relevant with initial features, and graph edges 𝑒𝑖𝑗 ∈ 𝐸 denotes representative
relation between pair-wise nodes (𝑣𝑖, 𝑣𝑗 ). As shown in Fig. 2, GHFAM’s inputs 𝐶3, 𝐶4, 𝐶5 are interpolated and convolved to 𝐹3,
𝐹4, 𝐹5. Every 𝐹𝑖 has the same size 64×𝑊 /16×𝐻/16. Take a pixel 𝑋31 from 𝐹3, and apparently its size is 64 × 1. Similarly, take

41, 𝑋51 from 𝐹4, 𝐹5, respectively. And then 𝑋31, 𝑋41, 𝑋51 comprise a nodes set 𝑉 . In the GHFAM flow, features 𝐹3, 𝐹4, 𝐹5 are
aggregated iteratively. In the aggregation process, graph nodes 𝑋31, 𝑋41, 𝑋51 are updated iteratively. After the definition of graph,
the implementation steps <ii>, <iii> and <iv> of GHFAM and GLFAM are defined as follows:

3.2.1. Graph node initialization
In graph 𝐺, every node’s information can be updated from neighborhood nodes to explore relationship and dependency between

nodes. Directly employing pixels of input images as graph nodes will impose a substantial computational burden. Thus, graph nodes
𝑉 = {𝑣1, 𝑣2,… , 𝑣𝑛} are built on pixels of the extracted feature map. For example, in Fig. 2, as mentioned before, 𝑋31, 𝑋41, 𝑋51
from 𝐹3, 𝐹4, 𝐹5 in GHFAM (or GLFAM) comprise a set 𝑉 . There are two reasons for building Graph using pixels from different
feature maps: First, the features from different levels have different correlated information, which can be utilized to explore the
dependencies of nodes among different level features. Second, Graph can propagate message between nodes, and all nodes can be
updated during an iteration with other nodes.

3.2.2. Graph edge initialization
In graph neural network(GNN), graph edges represent relations of nodes, especially, bigger weight indicates tighter relationship.

Inspired by [40], the edge 𝑒𝑖𝑗 from 𝑣𝑖 to 𝑣𝑗 is denoted as:

𝑒𝑖𝑗 = 𝐶𝑜𝑛𝑣(𝐶𝑜𝑛𝑐𝑎𝑡(𝑣𝑖 − 𝑣𝑗 , 𝑣𝑗 )) (2)

where 𝐶𝑜𝑛𝑐𝑎𝑡 is a channel-wise concatenation, 𝐶𝑜𝑛𝑣 is a convolution with kernel size 1 × 1. Similarly, the edge 𝑒𝑗𝑖 from 𝑣𝑗 to 𝑣𝑖 is
defined as:

𝑒𝑗𝑖 = 𝐶𝑜𝑛𝑣(𝐶𝑜𝑛𝑐𝑎𝑡(𝑣𝑗 − 𝑣𝑖, 𝑣𝑖)) (3)

Using (2) and (3) edges between nodes has been built, which describe relation.

3.2.3. Feature aggregation and node update
To propagate and exchange information between graph nodes, features of current node are aggregated from neighborhood nodes.

The processing can be represented as follows:

𝑚𝑇
𝑖 =

𝑛−1
∑

𝑗
𝑅𝑒𝐿𝑈 (𝑒𝑇−1𝑗𝑖 )⊗ 𝑣𝑇−1𝑗 (4)

where ⊗ is an element-wise multiplication. 𝑅𝑒𝐿𝑈 is a non-linear active function, in order to convert edge to link weight. 𝑇 is the
number of iterations. Considering continuity of vessel structure, relationships between nodes can be built with their neighborhoods.
Affections of discontinuity of segmentation can be relieved with Eq. (4). Because ResNet can mitigated gradient disappearance and
gradient explosion so as to make training of deep networks possible, we use a residual connection to update the node embedding.
Every node can be updated according to its own information and surrounding nodes, after 𝑇 times information propagation and
aggregation:

𝑣𝑇𝑖 = 𝑚𝑇
𝑖 + 𝑣𝑇−1𝑖 (5)

Using Eq. (5), output nodes (the left-hand side of the equation) is generated through channel-wise concatenation, following by 1 × 1
convolution.
5
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Table 1
The data distributions of our four public dataset.
Dataset Number Train-test Origin-resolution Reshape-size

DRIVE 20 15–5 584 × 565 256 × 256
CHASE_DB1 28 24–4 999 × 960 256 × 256
HRF 45 40–5 3504 × 2336 256 × 256
IOSTAR 24 20–4 1024 × 1024 256 × 256
Total 117 99–18 – 256 × 256

3.2.4. Loss function
In the retinal vessel segmentation (the graph-based low level convolution feature aggregation module in Fig. 2), we adopt Dice

oss and Cross Entropy (CE) loss. Dice loss originates from Sørensen–Dice coefficient, which calculate similarity between two binary
nputs, and can automatically assign weights to samples of different classes to establish the right balance between foreground and
ackground pixels, so that the sample foreground and background imbalance problem is alleviated. The Dice loss can be defined as
ollows:

𝐷𝐿(𝑦, �̂�) = 1 −
2𝑦�̂� + 𝜖
𝑦 + �̂� + 𝜖

(6)

where 𝑦 represents label, �̂� denotes prediction, 𝜖 is a small value which is normally assigned 1.
CE loss is a popular loss function in classification and segmentation, and it can be defined as follows:

𝐶𝐸(𝑦, �̂�) = −𝑦𝑙𝑜𝑔(�̂�) − (1 − 𝑦)𝑙𝑜𝑔(1 − (�̂�)) (7)

where 𝑦 represents label, �̂� denotes prediction.
In the retinal image reconstruction branch (the graph-based high level convolution feature aggregation module in Fig. 2), we

adopt Mean Squared Error (MSE) loss, which can be defined as follows:

𝑀𝐿(𝑦, �̂�) = 1
𝑛
×

𝑛
∑

𝑖
(𝑦𝑖 − �̂�𝑖)2 (8)

where n is the number of pixels, 𝑦 represents label, �̂� denotes prediction.

4. Experiments

4.1. Dataset

To comprehensively evaluate the performance of our proposed network GFAM, a series of experiments is conducted on four
public retinal image datasets, including DRIVE [41], CHASE_DB1 [42], HRF [43], IOSTAR [44]. The detail information of the four
datasets is summarized in Table 1.

The Digital Retinal Images for Vessel Extraction(DRIVE) dataset consists of 40 color fundus images, with resolution 584 × 565
pixels. In the experiments, all image are resized to 512 × 512 pixels, and the ratio of training to testing data is 1 ∶ 1.

CHASE_DB1 contains 28 color fundus images of 14 children’s left and right eyes, with the size of 999 × 960 pixels, which are
resized to 512 × 512 pixels for training.

HRF consists of 45 color fundus images, with resolution 3304 × 2336 pixels. These images can be further divided into 15 groups.
Every group contains 3 images, one healthy, one image of patient with diabetic retinopathy and one glaucoma image.

IOSTAR vessel segmentation dataset includes 30 color fundus images with resolution of 1024 × 1024 pixels. All images resize
to 512 × 512 pixels.

In total, 117 dolor fundus images with label are used in our designed experiments, in which 99 are regarded as training set and
the remaining 18 as testing set.

4.2. Implementation details

Our network GCFAN is implemented using PyTorch 1.8.0, and monai 1.7.0. We train it on one RTX 3080Ti GPU with the
Stochastic Gradient Descent (SGD) optimizer and a momentum of 0.9. Initial learning rate is set to 0.008, and damping to last
time’s 0.8 every 10,000 iterations. The number of iteration is 50,000, and the batch size is set to 2. Monai’s DiceCELoss is adapted
as loss function in the training. In order to train the GHFAM branch of our method, non-vessel retinal images are manually generated
6

from the four retinal image datasets.
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Table 2
Comparison of different model experimental results.

Accuracy Precision Recall Dice

U-Net 0.9642 0.7839 0.7437 0.7605
SegNet 0.9644 0.7825 0.7664 0.7720
Attention U-Net 0.9625 0.7629 0.7813 0.7657
ours 0.9679 0.8189 0.7521 0.7825

4.3. Evaluation metrics

Evaluation metrics such as Accuracy, Precision, Recall, Dice are utilized to evaluate the performance of the proposed model and
ther models, they are defined by the following formula:

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

(9)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(10)

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(11)

𝐷𝑖𝑐𝑒 = 2𝑇𝑃
2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

(12)

where 𝑇𝑃 , 𝑇𝑁 , 𝐹𝑃 , 𝐹𝑁 denotes true positive, true negative, false positive, and false negative pixels, respectively, in the
egmentation result. Specially, accuracy presents the overall performance of vessel and non-vessel. Precision measures the percentage
f true vessel region in predict vessel region. Recall denotes the rate of predict positive subject as negative subject. Dice calculates
he overlap between prediction and ground truth, which can measure segmentation result in imbalance label condition, such as
etina vessel segmentation.

.4. Results

To demonstrate the performance of the proposed network, we compare it with existing segmentation methods, such as U-Net [45],
egNet [46] and Attention U-Net [47], on four datasets under the same experimental configurations. The overall experimental results
re shown in Table 2, which lists Accuracy, Precision, Recall, Dice. In addition, the ultimate visual comparison is shown in Fig. 3
nd segmentation result can be presented on different terminal devices in IoT, and its architecture is shown in Fig. 4.

Table 2 compares the performance of four methods with the same metrics, and the last row shows our method. As for 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦,
our method obtains the best value 0.9679, because our method segments vessels and non-vessel areas simultaneously. Compared
with other methods in Table 2, the GHFAM branch in the proposed method is able to segment non-vessel areas well. 𝑇𝑃 represents
how much pixels of vessels a method labels out of all the pixels of vessels, whereas, 𝑇𝑁 measures how much pixels of non-vessel
areas a method labels out of all the pixels of non-vessel areas. The GHFAM branch in our method let 𝑇𝑁 increase, so that 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦
increases. Because of the same reason, our method gains the best precision 0.8189 and the best dice 0.7825. Hence, it is safe to
conclude that our method shows excellent performance to segment vessels.

Visual comparison of several methods implemented under the same experimental configurations are displayed in Fig. 3. The
first column lists four retinal images (a)–(d). The second column includes vessel images corresponding to the first column. The
red circles mark areas being zoomed in to show more detailed vessels in the third column. The third and the fourth show vessel
segmentation results from U-Net, and the sixth and the seventh are ours. The yellow circle and the green circle locate different
areas, which are used to compare the segmentation performance between U-Net and our method. From Fig. 3, experimental results
show the efficiency of information aggregation from multi-feature using graph. Compared with U-Net in the fifth column in row (a),
the green circle in the seven sub-figure in row (a) indicates our methods can generate finer results because of aggregating message
from low-level features which contain more detail information. In the rows (a), (b), by comparing red circles between our method
and U-Net, it is apparent that our predictions are more continuous because of it considers the relationship and dependency with
surrounding nodes in the graph, and improve the precision of results. Actually, blood vessels are inherently continuous. As shown
in the column (c), due to exploring non-local contextual dependencies, our results minimize unnecessary prediction and contain less
noise.

4.5. Internet of Things (IoT) platform

The Internet of Things (IoT) aims to build connection between people and every device by internet. Therefore, all devices can
collect, share data, and work better together. In our model, as shown in Fig. 4, fundus camera instruments in different palaces can
post their image to the Data Cloud which stores data. Then, the server can read image data and analysis image by our retina vessel
segmentation algorithm, the results will be uploaded to Cloud Data again, for terminal display. Through this process, doctors and
7
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Fig. 3. Visual comparison of several methods implemented under the same experimental conditions.

Fig. 4. The architecture of IoT platform. The images collected by the fundus camera are transmitted to Cloud Data through the internet, then the server downloads
images from Could Data and processes them with our model. After calculation, the processed data are re-uploaded to Cloud Data. Finally, the enhanced images
are displayed in various terminals to help doctors diagnose and propose treatments easily and efficiently.

patients can expediently and easily gain roughly information about retinal current state, to take appropriate action with the help
of AI and IoT. Final results can be displayed in PC and Mobile Phone, as shown in Fig. 5.

IoT healthcare facilities are beneficial for retina image collection which can be used to study retinal diseases for doctors. Accessing
remote data through the use of IoT, hospitals and medical institutions can reduce costs by sharing retinal image data. Of course,
IoT has some drawbacks, especially, the privacy. It is difficult for IoT to grant the security of data which are acquired by IoT but
used by different users and devices. Meanwhile, if device integration and IoT implementation are not standardized, the potential
capability of IoT will be limited. Hence, it is important to take a tradeoff between advantages and disadvantages of IoT to maximize
its usage.

5. Conclusion

In this paper, we propose graph-based convolution feature aggregation network (GCFAN). It consists of three modules: multi-level
feature extraction module, graph-based high level convolution feature aggregation module and graph-based low level convolution
feature aggregation module. Relying on the propagating and aggregating information ability of graph, our model explores non-local
contextual relationship and dependency between paired-wise nodes and make predictions are more continuous. In addition, due to
aggregation across different level features (low level features contain enriched detail information and high level features contain
more contextual information), the attenuation of vessel edge during the sampling and convention process is effectively alleviated. A
series of experiments are conducted on four public retinal vessel datasets, and the results demonstrate the efficacy of our proposed
method. Finally, we integrate our network into a IoT framework, aiming to facilitate doctor diagnosis. In this way, all image data
from various fundus camera in different places can be analyzed online by Artificial intelligence (AI) and the results can be displayed
on PC and mobile phones simultaneously.
8
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Fig. 5. Visualization on PC and Mobile Phone Devices.

Data availability

Data will be made available on request.
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